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General methodological workflow
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1. Use public dataset
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Application Example

Machine learning problem
with potential bias

Context: Autonomous driving
* Goal: recognize pedestrian & vehicles
* Use case : Valéo Scene Understanding
* Testimages (ex: VDP): target
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Public Dataset S g s

BDD100k 1. Use public dataset .

The GPS/IMU information recorded along with the videos

# BDD100K

Search docs Size 3.9GB

md5 043811ff34b2fca6d50f37d263a65c93
B Data Download

UreE 100K Images

Video Torrent

Video Parts The images in this package are the frames at the 10th second in the videos. The split of train,

Info validation, and test sets are the same with the whole video set. They are used for object detection,
drivable area, lane marking.

100K Images

S zees sze 5368

Labels

md5 5a0359c86a0b8713adableee9a3041cb
Drivable Area

 Well-known dataset from literature

 Available annotations
e Different weather conditions




Corner cases e s

Generating Corner cases: 1. Use public dataset 9
2. Generate data

e Rare conditions

e Rare Scenarios




Generating synthetic and Al-generated images

Full synthesis (3D-renderers) Data Augmentation (Al)

<< SYNSET joiLEN
+ Complete generation control + Recommended for corner cases
- Recommended for limited contexts + Often reducted domain gap

- Often significant domain gap - Significant volume of data for training




Measurement of domain gap
between:

Data quality

VDP datasets (target data)

BDDaook dataset/ generated images
(source data)

Example of metric:

Wasserstein Distance (WD)

Machine learning problem
with potential bias
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Characterizing and Measuring Domain Gap v

Source data (BDD 100k)

Target Data (VDP Use Case)

Use
public/synthetic
dataset

Definition (images): difference in semantic,
texture and shapes between two
distribution of images.

Two approaches:
* Proxy distance
* Feature extraction on layers

Estimate Domaine Gap:
*  Maximum Mean Discrepancy (MMD)

DQM * Central Moment Discrepancy (CMD)
e Wasserstein Distance
* H-Divergence



Domain Adaptation between:
* VDP datasets (target data)
BDDaook dataset/generated data

Domain Adaptation

(source data)

Example of approach:

Image Level Adaptation
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Use

Reducing domain gap using UDA

Measure
quality

Unsupervised Domain Adaptation

Using a model trained on source dataset on other target dataset
using only unlabeled target data.

Image Level Adaptation Feature Level Adaptation
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* Cheap performance boost on trained models on public and/or synthetic data
* Boostrap a project before acquiring (more) data



Takeaway

2 Machine learning problem
with potential bias
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Supervised learning

Domain Gap must be taken
Into account using data
sources like existing
datasets or synthetic data.
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